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ABBTRACT 
This p a p e r  desc r ibes  the  appl ica t ion of  

markov ian  t e a m i n g  m e t h o d s  to the  infer- 
ence  of  word  t r an sduce r s .  We s h o w  how 
the  p roposed  m e t h o d  d i s p e n s e s  f rom the  
difficult des ign of  hand-c ra f t ed  rules,  al- 
lows the  u s e  of  weighed non  determinis t ic  
t r a n s d u c e r s  and  is able  to t r ans la te  words  
by  tak ing  into a c c o u n t  thei r  whole  r a the r  
than  b y  mak ing  dec is ions  locally. These  ar- 
g u m e n t s  are  i l lus t ra ted  on two examples :  
morphological  ana lys i s  a n d  grapheme- to-  
p h o n e m e  t ranscr ip t ion .  

I N T R O D U C T I O N  

Several  t a s k s  a s soc i a t ed  with elec- 
t ronic lexicons m a y  b e  viewed as  t r a n s d u c -  
t ions  b e t w e e n  cha rac t e r  str ings.  This  m a y  
be  the  decompos i t ion  of  words  into mor-  
p h e m e s  in morphology  o r  the  g rapheme- to -  
p h o n e m e  t ranscr ip t ion  in phonology.  In the  
first  case.  one  h a s  for example  to decom- 
pose  the  F rench  word  "chronom~trage" into 
the  s e q u e n c e  of  affixes "chrono+m~tre+er÷- 
age". In the  second,  "abstenlr" shou ld  be  
t r ans l a t ed  into "abstoniR",or "apstoniR" I. 

Most  of  the  p roposed  m e t h o d s  in the  

IThese two tasks are in fact closely related 
in that {I) the correct phoneme transcription 
may mirror an underlying morphological struc- 
ture, like for "asoc/a/" whose phonemic form is 
"asos j a l "  rather than "azos j a l "  due to the de- 
composition "a+soclal", and (2) the surface form 
of a derived word may depend on the pronuncl- 
aUon of its component morphemes, llke for 
"d~+harnacher" which results in "d~harnacher" 
and not "d~sharnachet". 

domain  (Catach 1984; Dan los  et al. 1986; 
Koskenniemi  1983; Lapor te  1988; Ritchle 
et  al. 1987, Tufts  1989; V6ronls 1988) are 
b a s e d  on the  availabil i ty of  local ru les  
w h o s e  combina t ion ,  e i ther  th rough  direct  
in te rpre ta t ion  or  b y  be ing  compiled,  form 
the  target  t r ansduce r .  

Al though  these  m e t h o d s  m a k e  it pos-  
sible - at  leas t  in theory  - to design su i tab le  
t r an sduce r s ,  provided tha t  the  ru le  de- 
scr lpUon l anguage  h a s  the  right express ive  
power,  they  are  complex  to u s e  b e c a u s e  of  
the  difficulty of  wri t ing down rules .  More- 
over, for a given ru le  language ,  there  m a y  
no t  exist  a n  a lgor i thm for compil ing ru les  
into a form be t t e r  su i ted  to the  t r ans la t ion  
p rocess .  Lastly, in n u m e r o u s  cases ,  the  
t rans la t ion  p r o c e d u r e s  are  improper ly  de-  
terminis t ic  a s  s h o w n  b y  the  example  o f " a b -  
s t c n l f  so tha t  it is no t  poss ib le  to cons ider  
several  compe t ing  h y p o t h e s e s  in parallel  
no t  to s p e a k  of  r ank ing  t h e m  accord ing  to 
some  cer ta in ty  factor.  

We have  des igned  a p rog ram which  
al lows to c o n s t r u c t  t r a n s d u c e r s  w i t hou t  re- 
t aming  the  above  shor tcomings .  It is no  
longer n e c e s s a r y  to wri te  down t rans la t ion  
ru les  s ince  the  t r a n s d u c e r  is ob t a ined  a s  
the  resu l t  of  a n  au toma t i c  learning over a 
set  of examples .  The  t r a n s d u c e r  is repre-  
sen ted  into the  l anguage  of  probabi l l s t ic  fi- 
ni te  s ta te  a u t o m a t a  (Markov models]  so 
tha t  its u s e  is s t ra ight forward .  Lastly, tt 
p r o d u c e s  r e su l t s  which  are  a s s igned  a 
probabi l i ty  and  m a k e s  it poss ib le  to llst 
t h e m  b y  dec reas ing  order  of  likelihood. 

After s ta t ing the  p rob lem of  cha rac t e r  
s t r ings  t rans la t ion  and  defining the  few 
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cent ra l  no t ions  of  markov ian  learnJng, th is  
p a p e r  desc r ibes  their  adap ta t ion  to the  
word  t rans la t ion  p r o b l e m  in the  learning 
a n d  t rans la t ing  phase s .  This  adap t a t i on  is 
i l lus t ra ted  t h rough  two appl icat ions:  mor-  
phological  ana lys i s  a n d  g rapheme- to -pho-  
n e m e  t ranscr ip t ion .  

T H E  T R A N S D U C T I O N  P R O B L E M  

In the  con tex t  of  c h a r a c t e r  s t r ings  
t r ansduc t ion ,  we look for an  appl ica t ion f: 
C* --> C'* wh ich  t r a n s f o r m s  certaJn w o r d s  
bu i l t  over  the  a l p h a b e t  C Into w o r d s  over  
the  a l p h a b e t  C'. For  example ,  In the  c a s e  of  
g r a p h e m e - t o - p h o n e m e  t ranscr ip t ion ,  C is 
t he  se t  of  g r a p h e m e s  a n d  C' t h a t  of  pho-  
n e m e s .  

It m a y  b e  appropr ia te ,  for example  in 
morphology,  to u s e  an  auxi l iary  lexicon 
(Ritchle e t  al. 1987; Ritchie  1989) wh ich  al- 
lows to d i s ca rd  cer ta in  t r ans l a t ion  resu l t s .  
For  example ,  t he  decompos i t i on  "sage" -~ 
"ser+age" would  no t  b e  al lowed b e c a u s e  
"se f  is no t  a ve rb  in the  F r e n c h  lexicon, al- 
t h o u g h  th is  is a cor rec t  r e su l t  wi th  r e spec t  
to the  spl i t t ing of  word  forms  into affixes. 
The m e t h o d  we p ropose  in th is  p a p e r  is only 
c o n c e r n e d  wi th  desc r ib ing  th is  l a s t  type  of  
regular i t ies  leaving as ide  all n o n  regu la r  
p h e n o m e n a  b e t t e r  desc r ibed  on  a case -by-  
case  b a s i s  s u c h  a s  t h r o u g h  a lexicon. 

M A R K O V  M O D E L S  

A Markou model is a probabi l i s t ic  fl- 
nl te  s t a t e  a u t o m a t o n  M = (S, T, A, s I, s F, g) 
w h e r e  S is a finite se t  o f  s ta tes ,  A is a finite 
a lphabe t ,  s x E S and  s F ~ S are  two dis t ln-  
gu l shed  s t a t e s  cal led respect ive ly  the /n i t / a /  
state and the final state, T is a finite se t  o f  
t rans i t ions ,  a n d  g Is a func t ion  g: t E T --> 
(O(t), D(t), S(t), p(t)) ~ S x S  × A ×  [0, I] s u c h  
tha t  

V ( s e  S), ~ p(t) = l 
{tl O(t)= s] 

where  p(t) is the  probabf l l ty  of  reach ing  
s ta te  D(t) while  genera t ing  symbo l  S(t) 
s ta r t ing  f rom s ta te  O(t). 

In general ,  t he  t r ans i t ion  probablI i-  

t ies  p(t} a re  m u t u a l l y  i ndependen t .  Yet, in 
some  contexts ,  it m a y  b e  u se fu l  to have  
thef t  va lues  d e p e n d  on  o the r s  t rans i t ions .  
In th is  respect ,  it  is poss ib le  to def ine  a one- 
to-one  co r r e spondence  x , {t I O(t) = s'} 
{t I O(t) = s} s u c h  tha~Sp(t) is equa l  to  
p(~s,(t}). S t a t e s  s a n d  s' a re  t h e n  sa id  to b e  

For  every word  w = a I "'" an  ~ A*, t h e  
set  of  partWl paths compatible wflh w till C 
Pathl(w}, is the  se t  of  s e q u e n c e s  of  I t rans i -  
t ions  t I ... t l s u c h  t h a t  O(t 1) = % D(~} = 
O(.tj+l), fo r J  = 1 . . . . .  1-1 a n d  S(tj) = aj, l o r J  
= I  . . . . .  1. 

The  set  o f  complete paths compatible 
with w, Path(w), is in t u r n  t he  se t  of  ele- 
m e n t s  in Pathlwl(W}, w h e r e  I wl  = n, the  
length  of  word  @, s u c h  t ha t  D(t n) = SF. 

The  probabi l i ty  for the  mode l  M of  
emi t t ing  the  word  w is 

P r o b M ( m )  = ~ l ' I  p(t) 
path q Path(w) t e path 

A Markov  mode l  for wh ich  t he re  exist  
a t  m o s t  one  comple te  p a t h  for a given word  
is sa id  to b e  un/fl/ar. In th is  case ,  the  above  
probabi l i ty  is r e d u c e d  to 

Pr°bM(W) = l ' I  p(t), if Path(w) = p a t h  
t e p a t h  

ProbM(w ) = O, if Path(w) = O 

T h u s  t he  p robabi l i ty  PM{W) m a y  b e  
genera l ly  c o m p u t e d  b y  add ing  the  probabi l -  
ities obse rved  a long every  p a t h  compa t ib l e  
wi th  w. In pract ice ,  th i s  r e n d e r s  c o m p u t a -  
t ionally expens ive  t he  a lgor i thm for com-  
pu t ing  PM(W) a n d  it is t e m p t i n g  to a s s u m e  
tha t  t he  mode l  is unlfllar.  Pract ical  s tud ies  
have  s h o w n  tha t  th is  s u b - o p t i m a l  m e t h o d  
is appl icable  w i t h o u t  g rea t  loss  (Bahl et  al. 
1983). 

U n d e r  th is  hypo thes i s ,  t he  probabi l i -  
ty  PM(W) m a y  b e  c o m p u t e d  t h r o u g h  the  Vlt- 
erbi  dynami c  p r o g r a m m i n g  a lgor i thm.  In- 
deed,  t he  probabi l i ty  PM(w, 1, s}, max imal  
probabi l i ty  of  r each ing  s ta te  s wi th  the  1 
first  t r ans i t ions  in a p a t h  compa t ib l e  wi th  w 
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is 

where ( p a t h  ~ {t l . . . t i  E Pathl(w)  [ D(t I) = s l  ) 

PM(W, O, sl) = I 

' PM(W, O, s) = O, ff (S ~ el) 

therefore  

Plvi(w, 1 + 1, s) = maXpa th  (P(tl + 1). PM(w, 1, D(tl))) 

where p a t h  e { t l . . . t l+  1 E Pa th l+ l (W)  [ D(tl+ 1 ) = s} 

w h e r e b y  

PM(W, I + I, s) = max t (p(t) • PM(W, I, O(t))) 

where (te {qD(t) = sand S(t) = ai+ll ) 

with 

= = [ I  p(t) PrObM(W ) PM(W, [w[, SF) t e MaxPath(w) 

It is therefore  poss ib le  to c o m p u t e  
PM(W, 1, s) recurs lve ly  for t = 1 . . . . .  n unt i l  
PrObM(W). 

A u t o m a t i c  l e a r n i n g  o f  M a r k o v  
m o d e l s  

Given a t ra in ing  set  "IS m a d e  of  words  
in A* a n d  a n u m b e r  N > 2 of  s ta tes ,  t ha t  is 
the  se t  S, l ea rn ing  a Markov  model  cons i s t s  
in f inding a se t  T of  t r ans i t ions  s u c h  t ha t  
the  Joint  p robabi l i ty  P of  the  examples  in 
the  t ra in ing  se t  

P(TS) = l'I PM (w) 
we TS 

is maximal .  

In general ,  t he  se t  T Is c o m p o s e d  a 
priori of  all poss ib le  t r ans i t i ons  b e t w e e n  
s t a t e s  in S p r o d u c i n g  a s y m b o l  in A. The  de-  
t e rmina t ion  of  probabi l i t ies  p a s s o c i a t e d  
with t he se  t r ans i t i ons  Is equ iva len t  to the  

res t r ic t ion of  T to e l emen t s  with non  null  
probabi l i ty  wh ich  i n d u c e s  the  s t r u c t u r e  of  
the  a s soc i a t ed  a u t o m a t o n .  In th is  case,  the  
model  is sa id  to b e  hidden b e c a u s e  it is 
h a r d  to a t t a c h  a m e a n i n g  to the  s t a t e s  in S. 
On the  cont rary ,  it is poss ib le  to force those  
s t a t e s  to have  a c lear -cu t  in te rpre ta t ion  b y  
defining them,  for example ,  a s  n -g r ams  
which  are  s e q u e n c e s  of  n e l emen t s  in A 
which  e n c o d e  the  las t  n s y m b o l s  p r o d u c e d  
b y  the  model  to r each  the  s ta te .  It is c lear  
tha t  t hen  only  s o m e  t r ans i t ions  are  mean-  
ingful. In deal ing wi th  p r o b l e m s  like t hose  
s t ud i ed  in the  p r e s e n t  p a p e r  it Is preferable  
to u s e  h idden  mode l s  which  allow s t a t e s  to 
s t a n d  for arbi t rar i ly  complex  predica tes .  

The  learning a lgor i thm {Bahl et  al. 
1983) is b a s e d  upon the following remark :  
given a mode l  M w h o s e  t r ans i t ions  p roba -  
btlltles a re  k n o w n  a priori, the  a poster tor i  
p robabi l i ty  of  a t rans i t ion  t m a y  b e  es t imat -  
ed by  the  relative f r equency  wi th  wh ich  t is 
u s e d  on a t ra in ing  set .  

The  n u m b e r  of  t imes  a t rans i t ion  t is 
u s e d  on "IS is 

f req( t )  = ~ ~ 8(t, t ' )  
wGTS t '  e MaxPath(w) 

where  8(t ,  t ' ) = l  f i t = t  °. 0 otherwise  

The  relat ive f r equency  of  u s ing  t on  
"IS is 

r e l - f r e q ( t )  = 
freq(t)  

( ~ '  f req( t ' ) )  
{t ' l  (o(t ')= o(t)) } 

The  learn ing  a lgor i thm cons i s t s  t hen  
in se t t ing  r a n d o m l y  the  probabt l t ty  distri- 
b u t i o n  p(t) a n d  ad ju s t i ng  l terat ively i ts  val- 
u e s  t h rough  t he  above  fo rmula  unt i l  the  ad- 
J u s t m e n t  is smal l  e n o u g h  to cons ide r  the  
d i s t r ibu t ion  a s  s t a t ionary .  It h a s  b e e n  
s h o w n  (Bahl et  al. 1983) tha t  th is  a lgor i thm 
does  converge  t owards  a s t a t i ona ry  va lue  of  
the  p(t} wh ich  maximizes  locally 1 the  prob-  
abil i ty P of  t he  t ra in ing  se t  depend ing  on  
the  initial r a n d o m  probab i l i ty  d is t r ibut ion .  

]In order to find a global optimum, we used 
a kind of simulated annealing technique (Kirk- 
patrick et al. 1983) during the learning process. 

10~ - 



The s t a t iona ry  d is t r ibut ion  defines the  
Markov model  i nduced  f rom the  examples  
in TS i. 

T R A N S D U C T I O N  M O D E L  

To be applied in bo th  i l lustrative ex- 
amples ,  the  general  s t r u c t u r e  of Markov 
models  shou ld  be related,  by  m e a n s  of  a 
sh i~  in represen ta t ion ,  to the  problem of 
s t r ings  t rans la t ion .  The model  of two-level 
morphological  ana lys i s  (Koskenniemi 1983) 
sugges ts  the  n a t u r e  of th is  shift.  Indeed,  
th is  me thod ,  which  was  successfu l ly  ap- 
plied to morphological ly  r ich n a t u r a l  lan- 
guages  (Koskenniemi 1983), Is ba sed  u p o n  
a two-level ru le  fo rmal i sm for which  there  
exist  a way  to compile t h e m  into the  lan- 
guage of  finite s ta te  a u t o m a t a  (FSA) (Ritchie 
1989). This  resu l t  va l idates  the  idea  t h a t  
FSAs are r easonab le  cand ida t e s  for repre- 
sen t ing  t r ansduc t Jon  rules,  a t  leas t  in t he  
case  of  morphology 2. 

The shif t  in  r ep resen ta t ion  is de- 
s igned so as  to define the  a lphabe t  A as  the  
set  of  pairs  c : -  or - :c '  where  c e C a n d  c 
C', - s t a n d i n g  Ior the  nul l  charac te r ,  - ~ C, 
- • C'. The mapp ing  be tween  the  t r ansduc -  
er f a n d  the  assoc ia ted  Markov model  M is 
now s t ra ightforward:  

lln practice, the number N = Card(S) of 
states for the model to be learned on a training 
set is not known. When N is small, the model 
has a tendency to generate much more charac- 
ter strings that were in "IS due to an overgener- 
alllation. At the other end of the spectrum, when 
N is large, the learned model will describe the ex- 
amples in TS and them only. So. it is among the 
intermediate values of N that an optimum has to 
be looked for, 

2Rltchle (1989) has even shown that the 
generative power of two-level morphological an- 
alyzers is strictly bound by that of finite state 
automata. He proved that all languages L gener- 
ated by these analyzers are such that whenever 
E^, E 3 and EIE2E3E. belong to L, then E2E 3 

belongs to L.  a ough tins point was not 
considered in the present  study, we may sup-  
pose that  constraining the learned au tomaton  to 
respect this last property, for example by means 
of tying states, would improve the overall results 
by augmenting in a sound way the generaliza- 
tion from examples. 

w' e f{w) iff 

3 x = x I ... x n E (C u {-}}*, 
Y = Yl "" Yn E (C' u {-}}* 
such that 

xi:Y i is of the form -:c' or c:-, 
fori = 1 ..... n, 

ProbM(Xl.T1 ... xn.Tn) 40,  
w = delete(x) a n d  w' = delete(y) 

where  the  func t ion  delete is def ined as  

delete(M = ~., (~. is the empty string), 

delete(-Z} = delete(Z) and 

delete{zZ} = z.delete(Z} if z e C or z e C' 

Given a t ra in ing  se t  TS = {<w, w'> l w 
C*, w' ~ C'*}, the  p rob lem is t h u s  to find 

the  model  M t h a t  maximizes  the  probabil i ty  

P= ]I max-- .Prob..{x. : yl ...Xn: yn) 
(w, w~ ~e T s ~x,y~ M" i 

where delete(x) = w anddelete(y) = w' 

This  fo rmula  m a k e s  it clear  w h a t  is 
the  new difficulty wi th  th is  type of learning,  
name ly  the  i nde t e rmina t ion  of words  x a n d  
y, t h a t  is of the  a l i gnmen t  i n d u c e d  by t h e m  
be tween w a n d  i ts  t r ans la t ion  w'. The  no- 
t ions  of par t ia l  a n d  complete  compat ib le  
p a t h s  shou ld  t h u s  be redef ined  in order  to 
take this into account. 

The par t ia l  p a t h s  compat ib le  wi th  w 
a n d  w' till t a n d  J a re  now the  set  of  se- 
quences  t 1 ... tl+ ! , Pathlj(W, w') s u c h  t h a t  
O(t 1) = sl, D(t k) =O(tk+l) ,  'Jfor k =  1 . . . . .  l+J- 
1, S( tk)= Xk.Tk, for k = 1 . . . . .  t+J, dele- 
te(xl. . .xl+ 1} = wl . . .w  I a n d  delete(Yl...Yl+j) = 
W' l . . .w I. • par t ia l  p a t h  is also complete  as  
soon aS 1 = [wl, J = Iw'[ a n d  D(t b~+ I ~ l  ) = SF. 

As before, we can  define the  probabil-  
i ty PM(W, 1, w', J, s) of r each ing  s ta te  s a long 
a par t ia l  p a t h  compat ib le  wi th  w a n d  w' and  
genera t ing  the  first  I symbols  in w a n d J  first  
symbols  in w'. 

PM(W, i, w',J, s) = maxtl ...ti +Jk <l~l +J P(tk) 

where (t 1...tt+ j e {Patht,j(w, w')[ D(tl+j) = s I ) 

PM(W, O, w', O, sl) = I 

PM(W, O, w', O, s) = O, if s~s I 
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Here again, th is  probabi l i ty  is s u c h  
tha t  PrObM(W, w') = PM(W, ]wl, w', [w'l, Sv} a nd  
m a y  be  c o m p u t e d  (f i rough dynamic  pro- 
g ramming  accord ing  to the  formula  

PM(W, i + I, w' ,J  + I, s) = 

max  ( maXt lPM(W' i 'w" J  + I"O ( t l ) )  

I maxt2PM(W , I + I, w',J,  O (t2)) 

where ( t l ~  { t~ ' I~  D(t) = s e t  S(t) = w l + l : - l )  

and  ( t 2 a  { t a T [ D ( t )  = s e t  S(t) = - : w j : + l ] )  

It is now poss ib le  to c o m p u t e  for every 
t raining example  the  opt imal  pa th  corre- 
spond ing  to a given probabi l i ty  d i s t r ibu t ion  
p(t). This  pa th  no t  only  def ines  the  c rossed  
s ta tes  b u t  a lso  the  a l ignment  b e t w e e n  w 
and  w'. The learning a lgor i thm appl icable  to 
general  markov ian  mode l s  r ema ins  valid for 
ad jus t ing  i terat ively the  probabi l i t ies  p(t). 

E X P E R I M E N T S  

M o r p h o l o g i c a l  a n a l y s i s  

As a pre l iminary  exper iment ,  the  
morphological  ana lys i s  a u t o m a t o n  was  
lea rned  on a set  of  738 F rench  w o r d s  end-  
ing wi th  the  m o r p h e m e  "/sme" and  :associ- 
a ted  with their  decompos i t ion  into two mor-  
phemes ,  the  first be ing  a n o u n  or  an  
adjective. For  example ,  we h a d  the  pai r  
<"athl~ttsme","athl~te+isme">. W i t h  a 400  
s t a tes  only a u t o m a t o n ,  the  correct  decom-  
posi t ion was  found  a m o n g s t  the  10 m o s t  
p robab le  o u t p u t s  for 97 .6% of the  t ra ining 
examples  !. 

G r a p h e m e - t o  - p h o n e m e  
t r a n s c r i p t i o n  

The case  of  g r a p h e m e - t o - p h o n e m e  
t ranscr ip t ion  is a s t ra ight forward  appl ica-  
tion of  the  t r a n s d u c t i o n  model .  Str ing w is 
the  graphetnic  form, e.g. "absten/r" and  w' 

l W e  a r e  a w a r e  t h a t  a m o r e  p r e c i s e  a s s e s s -  
m e n t  of  t h e  m e t h o d  w o u l d  u s e  a t e s t  s e t  d i f f e r e n t  
f i 'om t h e  t r a i n i n g  s e t .  W e  p l a n  to  p e r f o r m  s u c h  a 
test in the near future. 

is i ts  t ranscr ip t ion  into phonemes ,  e.g. "ap-  
s t e n i R "  o r  " a b s t e n i R " .  Here the training 
set  m a y  fea ture  such  pairs  as  <w, w'> and 
<w, w"> where  w' ~ w". 

The  a u t o m a t o n  was  learned  on a set  
of  1170 a c r o n y m s  as soc ia t ed  to their  pho- 
nemic  form which  was  desc r ibed  in a 
coarse  p h o n e m i c  a l p h a b e t  where ,  for exam- 
ple, open  or c losed / o /  are  no t  dlstin- 
guished .  Ac ronyms  raise  an  in teres t ing 
p rob lem in tha t  some  shou ld  be  spelled let- 
ter by  let ter  ("ACL") w h e r e a s  o the r s  m a y  be 
p r o n o u n c e d  ("COLING"). This  exper iment  
was  t h u s  in tended  to s h o w  tha t  the  model  
m a y  t ake  into accoun t  its i npu t  a s  a whole.  
With a 400  s t a tes  only a u t o m a t o n ,  more  
t han  50% of the  t ra ining examples  were 
correct ly t r ansc r ibed  w h e n  only the mos t  
p robab le  o u t p u t  was  cons idered .  This  fig- 
u re  m a y  b e  improved  b y  augmen t ing  the  
n u m b e r  of  s t a t es  in which  case  the  learning 
p h a s e  b e c o m e s  m u c h  longer.  

C O N C L U S I O N  

We have  p roposed  a m e t h o d  for l e am-  
Ing t r a n s d u c e r s  for the  t a s k s  of  morpholog-  
ical ana lys i s  and  g r a p h e m e - t o - p h o n e m e  
t ranscr ip t ion .  This  m e t h o d  may  be  favor- 
ably  c o m p a r e d  to o the r s  so lu t ions  b a s e d  
u p o n  wri t ing ru les  in the  s e n s e  tha t  it does  
no t  oblige to identify rules ,  it p rovides  a re- 
su l t  wh ich  is  directly u s a b l e  as  a t r ansduc -  
er and  it al lows to l i s t /~ans l a t i ons  accord-  
ing to a decreas ing  order  of  probabil i ty .  Yet, 
the  l ea rned  a u t o m a t o n  does  not  lend itself  
to an  in te rpre ta t ion  in the  form of symbol ic  
ru les  - provided tha t  s u c h  ru les  exist  - .  
Moreover,  some  learning p a r a m e t e r s  a re  
se t  only a s  the  resu l t s  of  empir ical  or  ran-  
d o m  choices:  n u m b e r  of  s ta tes ,  initial prob-  
abili ty d is t r ibut ion,  etc. Yet, o ther  advan-  
tages  weigh for the  p r o p o s e d  method .  The 
a u t o m a t o n  may  t ake  into a c c o u n t  the 
whole  word  to be  t r ans la ted  r a the r  than  a 
l imited par t  of it - th is  Just if ies tha t  a set  of 
equiva lent  symbol ic  ru les  is ha rd  to ob ta in  
- .  For  example ,  the  g r a p h e m e - t o - p h o n e m e  
t ranscr ip t ion  m a y  recognize the  original 
l anguage  of a word  while t rans la t ing It 
(Oshlka et al. 1988): t he  "French" n o u n s  
"meeting" and "carpacclo" have  kep t  respec-  
tively their  original English and  Italian form 
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and  pronunciation, etc. The learned autom- 
aton is symmetrical,  thus  it Is also revers- 
ible. In other words, the morphological 
analysis au tomaton  may  also be used as a 
generator  and  the grapheme-to-phoneme 
au tomaton  may become a phoneme-to-  
grapheme t ransducer .  Another  r emark  ts in 
order: since the au tomaton  is reversible, it 
may be composed with its inverse to form, 
for example, a grapheme-to-grapheme 
translator  that  keeps the phonemic form 
cons tan t  without  actually computing it. 
Now, it has  been shown elsewhere (Reape 
and  Thompson 1988) that  the t ransducer  
tha t  would resul t  is also describable in the 
formalism of finite state au tomata  and tha t  
its n u m b e r  of s tates  has  a upper  bound  
which is the square of the number  of states 
in the base  automaton.  (Reape and Thomp- 
son 1988) also describes an algorithm for 
comput ing the result ing automaton.  Lastly, 
other funct ions than  morphological analy- 
sis or grapheme- to-phoneme transcript ion 
may be envisioned like, for example, the de- 
composition of words into syllables or the 
computat ion of abbreviations by contrac- 
tion. 
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